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PRECISION COST ANALYSIS RESULTS

Approximate computing can address a lot of
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der the conditions of reduced precision.

ACCURACY ANALYSIS CONCLUSION

We have demonstrated that in two different
DOE-relevant mini-applications, reduced pre-
cision can save

BACKGROUND

Floating-point numbers can consist of 16-bits
(halt precision), 32-bits (single precision), 64-
bits (double precision) etc.

Mixed precision sets the large physical state ar-
rays to single precision, but promotes all local
calculations to double precision.

Mixed-precision code can sometimes achieve
similar accuracy to its double-precision coun-
terpart while being significantly faster and re-
ducing memory pressure.

Instead of reducing precision everywhere, it is
advisable to focus on choosing the level of pre-
cision according to the needs of the calcula-
tion, to the extent of increasing precision in
well-chosen sub-calculations e.g. global sums
and lowering it elsewhere.

Slices of CLAMR simulation results with 64 x 64 | Height asymmetry for single & mixed precisions
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and increase performance significantly with
\/ | modest changes to the application code base.

L . _ Careful implementation of precision in well-

Position chosen parts of the code can preserve applica-
tion correctness to an appreciable degree.

We can complement lower precision by in-
creasing the degrees of freedom.

Hardware choice is important as reduced

precision greatly improves the performance
of CLAMR on the GPUs and SELF on the
Haswell CPU and the GTX TITANX GPU.

This provides us with a great opportunity for
hardware-software codesign.
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METHODOLOGY

We investigated the impacts of varying precision
on CLAMR, a hydrodynamic cell-based adap-
tive mesh refinement DOE mini-app and another
mini-app SELF (Spectral Element Libraries in
Fortran) on different architectures viz.
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Intel Xeon E5-2660_v3 Haswell (*H) CPU
Intel Xeon E5-2695 v4 Broadwell (*B) CPU
Nvidia Tesla K40m (*T) GPU

Nvidia Quadro K6000 (*Q) GPU

Nvidia Tesla P100 (*T) GPU

Nvidia GeForce GTX TITANX (*G) GPU
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